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Preface

This handbook gives basic and comprehensive information on the understanding, measurement, and
control of noise in industrial environments. It is intended for engineers with or without acoustical experi-
ence; to this end, it presents sections on noise problem analysis, instrumentation, fundamental methods of
noise control, and properties of acoustical materials.

The National Aeronautics and Space Administration has been one of the chief instigators of many
important research and development studies within the field of aeroacoustics. These have been conducted
in-house, by major aerospace contractors to NASA, and by academic institutions under the aegis of the
extensive NASA research grant program. The material included in this book is limited to that which is
clearly applicable to nonaerospace industrial noise control problems. The later chapters, in particular,
include more advanced and source-specific noise control technology. Emphasis has been placed on fan
noise reduction, noise transmission control techniques, and jet noise suppression.

An extensive bibliography and reference list of books and articles has been assembled. Many of these
resulted from NASA sponsorship, and, to a lesser extent, that of other federal agencies.

The author makes no claim to originality regarding the basic factual content of this work. In blending
some of the more esoteric NASA-sponsored research with fundamental, well-established tenets of noise
control, a careful selectivity must be exercised. In preparing this work, many NASA formal publications
and journal articles were reviewed. The author is solely responsible for the material included here, and he
apologizes to those who may feel that their work has been overlooked.

W. Graham Orr
Hampton, Virginia
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CHAPTER 1

Introduction

Noise is commonly described as unwanted
sound. This definition implies a strong subjective
element in any assessment of the effects of noise,
since what may be tolerated by one person may be
intolerable to another. Although noise is by no
means a recent phenomenon, it is only with the
rapid industrialization of the last century and the
concomitant accelerated development of powerful
high-speed machinery that it has become a pollu-
tant of major concern. The effects of noise expo-
sure on humans range from disturbance or annoy-
ance to temporary or even irreversible deafness.

Conventionally, industrial noise control is
aimed at alleviating conditions likely to lead to
hearing impairment. In 1969 the first federal regu-
lation limiting civilian occupational noise exposure
was promulgated under the Walsh-Healey Public
Contracts Act of 1936. Initially these limits ap-
plied only to certain government suppliers, but
they were soon extended to all industries by regu-
lations under the Occupational Safety and Health
Act of 1970. These standards remain the most per-
tinent to industrial occupational noise control and
are given in detail in the appendix.

Currently, 90 dB(A) is the maximum allowa-
ble continuous noise level that can occur through-
out an 8-hour day. At higher levels some form of
ameliorating action must be taken. There has been
considerable pressure from organized labor,
NIOSH,! and the Environmental Protection
Agency? to reduce this limit to 85 dB(A) or less,
but serious questions concerning the benefits and
costs of such a reduction are unresolved.

It is estimated that some 3.5 million Ameri-
cans now work in environments in which the
OSHA noise standards are exceeded, and that 13.5
million risk some form of hearing loss. Even with
a stricter standard than that currently in force, a
proportion of workers will be at risk because of
variations in individual susceptibility to hearing
damage. One study? estimates that a total capital

cost of $8 billion would be required to achieve
engineering compliance with a standard of 85
dB(A).

An aspect of industrial noise that is not
considered in detail here is the effect of noise
levels outside the work place on the community
and environment. The Noise Control Act of 1972
governs such noise levels and provides for regional
enforcement through state and local noise ordi-
nances.S One of the main provisions of the Noise
Control Act is the development of Federal noise
emission standards for major noise sources in the
categories of construction, transportation, motors
and engines, and electrical or electronic equipment
in commerce. The EPA is responsible for enforc-
ing this act and is required to develop standards
and suitable labeling of these noise sources, as well
as for such noise control devices as hearing pro-
tectors. The act, together with the extensive provi-
sions of the Quiet Communities Act of 1978, gives
EPA a charter to conduct and finance noise con-
trol research. The bibliography at the end of this
book includes several important reports published
as a result of such work. The EPA is also em-
powered to act as the chief coordinator of all
Federal agency noise control programs. The EPA
has proposed that community noise levels be
reduced to Ly, = 65 dB(A) as soon as possible2
and will enlist the help of state and local govern-
ments toward this objective.

Partly as a result of research authorized by
the Noise Control Act, increased knowledge
concerning the nonauditory effects of noise is
being sought. These effects may arise from non-
adaptive physiological responses to noise as a non-
specific biological stressor.5:7 Some of the more
important responses may be increased cardiovas-
cular disease, elevated blood cholesterol levels,
increased adrenal hormone production, blood
vessel constriction, and accelerated heartbeat.’
Although no firm scientific consensus has



emerged on the possible link between noise and
these conditions, the potential benefits of noise
reduction are certainly not confined to the reduc-
tion of hearing damage.

Chapters 2-4 are a comprehensive introduc-
tion to the basic physical principles, measuring
techniques, and instrumentation associated with
general purpose noise control. Chapter 3 includes
an outline showing how best to identify and char-
acterize a noise problem so that subsequent work
may provide the most efficient and cost-effective
solution. A detailed methodology for choosing
appropriate noise control materials and the proper
implementation of control procedures begins in
chapter 5. The most significant NASA-sponsored
contributions to the state-of-the-art development
of optimum noise control technologies are con-
tained in the final chapter. Of particular interest
are cases in which aeroacoustics and related
research have shed some light on ways of reducing
noise generation at its source.

Equations and associated mathematics are
presented in a simple, comprehensible manner. To
aid the reader, examples are presented at pertinent
points in the text. In addition, there is a substan-
tial categorization of the text and a large selection
of figures illustrating particular items of equip-
ment, nomograms, and plots of performance
characteristics.

Although it is not explicitly stated, many of
the references, especially those listed at the end of
the later chapters, resulted from NASA-sponsored
research. This enables such material to be placed
within a relevant and proper context.

REFERENCES

1. NIOSH, Criteria for a Recommended Stand-
ard—Occupational Exposure to Noise. HSM
73-11001, 1972.
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Sector, EPA 550/9-79-311, May 1979,

4. Bruce, R. D., et al., Economic Impact Analysis
of Proposed Noise Control Regulation, BBN
Report No. 3246, April 1976.

5. Haag, F. G., State Noise Restrictions: 1979,
Sound and Vibration, December 1979, p. 16.

6. Elkins, C., Noise: The Invisible Pollutant,
EPA Journal, October 1979,

7. Center for Policy Alternatives, MIT (prepared
for EPA), Some Considerations in Choosing
an Occupational Noise Exposure Regulation.
EPA 550/9-76-007, February 1976.



CHAPTER 2

Basic Physics of Sound

Sound is a mechanical disturbance of a wave
nature that propagates through any elastic medium
at a speed characteristic of that medium. When
detected by the human ear, the presence of sound
waves is often described by the subjective attribute
of loudness, and this quality is usually quantified
by averaging over a range of people (see section
3.1.3). Loudness is related to the amplitude of
movement in the transmitting medium next to the
eardrum,

Sound may be assessed after measurement of
an appropriate physical quantity that varies about
an equilibrium position as the sound wave or
vibration passes the measuring point. Sound pres-
sure is the macroscopic physical quantity of most
interest in fluids and gases. It depends on the
amplitude of the disturbance in a material and
most adequately represents the effect of acoustic
waves on human response. Figure 2.1 illustrates
how an acoustic pressure disturbance might vary
about the ambient value for a typical sound wave.
Atmospheric pressure is taken as the base line for
airborne sound propagation.

Pressure
P (NIm?)
S0

Time, t {s)

Figure 2.1 - Example of acoustic pressure fluc-
tuations about mean ambient pressure. P, is the
ambient atmospheric pressure; p Is the acoustic
pressure; and Py is the total pressure (equal to
P, + P1).

As an illustration of the magnitude of the
fluctuations involved, atmospheric pressure is
normally 1.012 x 105 N/m? at sea level; a barely
audible signal might fluctuate as little as 105
N/m2 from this value, and a painfully loud contin-
uous noise only about 10 N/m?2, that is, only
0.01% of the atmospheric value. (The unit of
newtons per square meter, N/m?2, is sometimes
replaced by its equivalent, the pascal, Pa.)

2.1 SIMPLE WAVE NATURE OF SOUND
2.1.1 Introduction to Longitudinal Propagation

Wave motion or vibration is made possible by
inertia and elasticity in a material. Because of iner-
tia, matter remains at rest or in uniform motion in
the absence of external forces; this permits the
transfer of momentum between neighboring parti-
cles or elements in a medium. Elasticity designates
the tendency of displaced elements to return to
their original or equilibrium position after the pas-
sage of a disturbance. Air, water, glass, and such
metals as steel and iron are relatively elastic.

Wave propagation may be demonstrated by
the use of a long helical spring fixed at one end. If
a disturbance is imparted at the free end, the
motion is carried through the adjacent coils, while
at the same time the initially displaced coils tend to
return to their former positions. The net effect is
to produce two distinct regions that travel down
the coil structure: in one, a series of neighboring
coils are pushed close together because of the ini-
tial action of the disturbance (compression); in the
other, the relative spacing of coils is enlarged be-
cause of the removal of the disturbing force and
subsequent overcompensation by the elastic coils
(rarefaction).

The wave nature of sound in air may also be
demonstrated by the device presented in figure
2.2.
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Figure 2.2 - Generation of longitudinal progres-
sive waves in a tube.

The action of the piston in figure 2.2 alter-
nately pushes the air molecules together or pulls
them apart. It is the inherent elasticity of air, com-
bined with inertia, that allows these successive dis-
turbances to travel down the tube as the displaced
molecules try to regain their former equilibrium.
The net effect on the pressure distribution is maxi-
mum pressure amplitude at points of maximum
compression and minimum pressure at points of
maximum rarefaction. If the disc rotates at a con-
stant speed, then the wave form, as represented by
the pressure, will be sinusoidal. Figure 2.3 shows
some of the characteristics of this simple wave
form, termed a longitudinal plane progressive wave
because the elements of the medium are displaced
in the direction of propagation and the wave is not
stationary in space. Waves that propagate in many
duct noise control problems or at large distances
in free space from a spherically radiating source

Wavelength, A
+ p,ms ~ y

P /\ /
0
\/ \/ Distance, x

{a) Spatial-varying characteristic

Period, 7

([
AR AL

(b) Time-varying characteristic

Acoustic pressure, p
+

L L 1 1 J

0° 180° 360° 180° 360°

where Pms = 100t mean square sound pressure
p,, = average sound pressure during positive
half-cycle
P, = maximum sound pressure amplitude

f

Figure 2.3 - Characteristics of simple acoustic
sine waves.

closely approximate longitudinal plane progressive
waves.

2.1.2 Frequency

_The representation of pressure change at a
point in space with time, p(f), or at a fixed instant
of time throughout space, p(x), as shown in figure
2.3, is described by the equations

p) = P sin 2xft

p(x) = P,sin 2xfx
where
P, = equilibrium or ambient sound pressure
(N/m?2)
f = frequency of the disturbance (Hz)
x = distance (m)
t = time (s)

A compilete cycle of sound pressure oscillation
is normally represented by 360° or 2w radians. The
symbol commonly used to denote frequency is f,
which is the number of complete cycles in a second.
The fundamental unit of measurement is cycles
per second or Hertz (Hz). Sometimes the term
“‘period’’ is invoked to describe the nature of the
wave. This is simply the time taken to complete
one cycle, T; it is equal to the reciprocal of the
frequency.

The normal frequency range of adult hearing
extends from about 20 to 20 000 Hz. Because of its
innate characteristics, the human ear is most sensi-
tive to sound around 3 kHz, especially at the thres-
hold of audibility. The subjective attribute known
as pitch, which is often used to describe musical
quality, is highly correlated with frequency. The
sound waves normally associated with noise in in-
dustry are very rarely single frequencies in isola-
tion (also known as pure tones). In general, there
are two classes of sounds: those which repeat at
regular intervals (periodic) and most often consist
of a variety of related frequencies occurring
together, and those which fluctuate randomly and
do not repeat (aperiodic). The latter sounds may
be considered part of an infinitely long period.

A mathematical technique known as Fourier
analysis allows any periodic signal to be partitioned
into a series of harmonically related pure tone
signals. This enables any complex but regular
waveform to be described in terms of a number of
discrete frequencies, each with a particular
amplitude. A pictorial representation of this is



given in figure 2.4a, showing how three superim-
posed sinusoidal waveforms can be used to pro-
duce a more complex waveform. The presence of a
harmonic relationship means that the frequency of
each wave is related to the fundamental or lowest
frequency by an integer multiple. A frequency

3
r 5’08
[
[t} —3 in2x + 3 ft
a F P\l = 2 PySinZm
[
‘5 -
g
i - T \—/
: Py polth = 3p, sin 27 - ft
| Pyt = p,sin 2 - 9 ft
Time, t(s)
-
a |
v
5 L
2
[
a R

L Frequency, f{Hz)

spectrum simply describes the relative amplitude
of each single frequency component; these are
shown in figure 2.4b, corresponding to the various
waveforms in figure 2.4a.

In contrast, aperiodic sounds can only be
treated as consisting of an infinitely large number

Pressure, p

Time, t(s)

(a)

Pressure, p

Frequency, f(Hz)

(b)

Figure 2.4 - Complex periodic waves. (a) Formation from simple pure tone components of a complex
wave. (b) Corresponding frequency spectra. D, is the ordinate scale division of sound pressure amplitude.

5



of pure tones spaced apart only infinitesimally and
with differing amplitudes. The spectrum in this
case is usually considered to be broadband.
Examples of periodic sources and broadband
sources are, respectively, rotating machinery such
as turbines, fans, etc., and aerodynamic noise
associated with jets or flow past a solid surface. In
fact, the two types often occur together with a
series of pure tone peaks above a broadband spec-
trum. An example is where a large machine with
several random sources has a strong periodic mode
of operation. For more specific detail on the fre-
quency spectra and appropriate analysis required
for different kinds of sources see section 3.3.3.

2.1.3 Wavelength

A wavelength is defined as the distance be-
tween analogous points on successive waves of a
pure tone signal; it is most easily assessed by meas-
uring the distance between adjacent maxima or
minima on the pressure spatial distribution (see
figure 2.3a, above). Wavelength is denoted by the
symbol \ and is numerically equal to the ratio of
the speed of sound in a medium to the frequency:

A=c¢/f m

where
¢ is the speed of sound, m/s
S is the frequency, Hz.

2.1.4 Speed

For very high amplitude waves, which occur
either when the ambient speed of sound is exceeded
(see section 7.1.1) or with strong source radiation
as in certain severe impact situations, shock forma-
tion occurs, and the waveform is distorted into non-
linear behavior. Essentially, this means that sounds
of different frequencies propagate at different
speeds through the transmitting medium. How-
ever, for most commonplace situations in industry
this will not be so, and the speed of sound can be
regarded as being the same for all frequencies.

For propagation in a gas, the general expres-
sion for the velocity of sound waves, c, is given by

c = yrT m/s

where
v is the ratio of specific heat of gas at constant
pressure to that at constant volume

r is the constant dependent on gas involved
and equal to the ratio of the gas constant
and molecular weight of the gas, J/kg-K

T is the absolute temperature, K.

The velocity is directly proportional to the
square root of the absolute temperature, the other
terms being constant. Pressure changes and non-
uniformity of gas composition are of much less
significance in affecting the velocity.! For air at
atmospheric pressure, the relationship simplifies to

¢ = 20.05T m/s

More complex relationships exist for liquids and

solids!:
] By,
Cc = Q()

Liquids:

Solids:

(large cross section)
Solids:  , _ /B
(small cross section) Qo

where
By, is the isothermal bulk modulus, N/m?2
0 is the density, kg/m?
By, is the bulk modulus, N/m?
B, is the shear modulus, N/m?
B, is the stiffness (Young’s) modulus, N/m?2,

These equations apply for longitudinal waves
only. For transverse waves in solid bars and
plates, where flexural motion involves the dis-
placement of the structural elements perpen-
dicular to the direction of propagation, the
velocity is also dependent on the frequency of the
waves and is therefore not simply described. This
gives rise to the phenomenon of coincidence,
important for its deleterious effect on sound
transmission properties (see section 5.2.1.2). Note
that all the above equations indicate an inversely
proportional relationship of velocity to density.
Velocity often increases with density because for
many materials it is accompanied by a concom-
itant increase in elasticity, represented by the
various moduli concerned.

Table 2.1 gives examples of sound velocity in
several materials and transmission media fre-
quently encountered in noise control. All values
are quoted for 20° C unless otherwise noted.



Table 2.1 - Sound velocities for some materials
common in noise control.

. Additional Sound
Material factors velocity (m/s)

Air — 343
Steam 100° C 405
Water — 1408
Aluminum Bar 5150
Concrete Bulk 3100
Steel Bar 5050
Steel Bulk 6100
Lead Bulk 2050
Glass Bar 5200
Wood (soft) Bulk 3500
Wood (hard) Bulk 4000

2.1.5 Spherical Wave Propagation

Consider a balloon expanding and contracting
in phase at all points on its surface about some
equilibrium size. The speed of propagation of
sound waves away from the surface is the same as
for a plane wave in a tube. In the latter situation
the sound pressure along the tube is independent
of distance (assuming no frictional losses), whereas
in the case of a balloon it is dependent on the radial
distance, r, of the wavefront from the center of
the balloon. This is because the area of the wave-
front increases with r and so, as shown in section
2.2.3, the intensity must decrease (see also figure
3.10).

2.2 PHYSICAL QUANTITIES AND UNITS
2.2.1 Root Mean Square (RMS) Sound Pressure

For sounds which are not pure tone, it is not
sufficient to characterize the associated pressure
fluctuations with a simple measurement of the
maximum amplitude attained. This is because the
waveform is not simple, and maxima and minima
are not necessarily of equal amplitude. Since most
common sounds consist of a series of rapid positive
and negative pressure displacements about the
equilibrium pressure value, straightforward com-
putation of the arithmetic mean value would lie
very close to zero.

Ideally, a measurement of sound pressure
should take account of the magnitude of excur-
sions from the equilibrium value on both sides,
especially for irregular sounds. This measurement
should also represent some kind of time-average

of the sound pressure. It is achieved by squaring
the instantaneous pressure values over a specified
period of time and then taking the square root.?
The process of squaring converts all the negative
pressure values into positive quantities, which can
then be summed with all the squared positive
values. An additional advantage is that energy is
related directly to the square of pressure. The
process of finding the root mean square pressure
Prms 1S Tepresented by

T VA

1
Prms = ?/p(t)z dt
0

N/m?2

where
p(?) is the instantaneous sound pressure
/dt is the integration over infinitesimal inter-
vals of time, dt
T is the time period concerned

For simple sinusoidal waveforms (see figure
2.3), the RMS pressure is related to the maximum
peak pressure p, by

Prms =

N/m?2

It is important to note that an RMS measure
retains a constant value regardless of the relative
phases of constituent pure tones in a complex
wave. All future references in the text to pressure
will implicitly refer to RMS sound pressure unless
otherwise stated.

2.2.2 Sound Intensity

Intensity is defined as the average rate of flow
of energy through a unit area normal to the direc-
tion of propagation; it is normally measured in
watts per square meter, W/m2. This quantity is
often used in acoustics, since many problems are
associated with identifying sound or vibrational
energy transfer between component spaces and
materials within a system. The principle of energy
conservation allows the paths of transmission and
dissipation to be tracked. For free plane waves,
the average intensity measured is equal to the time-
averaged product of pressure, p, and particle
velocity, U, as measured in the direction of
interest:




2.2.3 Sound Power

The rate of flow of energy that is transmitted
through a medium surrounding a source generat-
ing sound or vibrational energy is termed power.
When there are no losses in the medium itself,
then any surface which completely encloses the
source must have all the power passing through it.
An analogy with heat may be drawn here. Although
a radiator or flame may have a certain thermal
energy measured in watts which characterizes that
particular heat source, the perception of the
effects of energy radiating from that source is in
terms of temperature, which is partly a function of
the surrounding medium. So it is with sound, ex-
cept that its effects are characterized in terms of
pressure or intensity.

As the hypothetical surface enclosing a sound
power source is made larger, less power per unit
area or intensity passes through any portion of the
surface (see figure 3.10). The total sound power
measured in watts (W) is equal to the product of
the intensity and the area of the surface; this is
assessed by summation of these products over
optimal-sized elements of the surface chosen.
(Refer to sections 3.4.2 and 3.4.4 for a discussion
of the approach used for directive sources.) Thus

W= / IgdS W
s
where

S is the area of enclosing surface, m?2
I is the intensity through each elemental area
ds, W/mz2,

With spherical waves in free space, the area
of any enclosing sphere is 4772, and hence intensity
is inversely proportional to the distance from the
source, r, according to

W=14m2 W  (for omnidirectional
sources only)

In the far field of a spherically radiating
source (see figure 3.11), the relationship of sound
intensity and pressure is the same as that given in
section 2.2.2.

2.2.4 Energy Density

Energy density is significant where the sound
field is composed mainly of standing waves (see
section 2.3.3), rather than free progressive waves,

whose phase relationship with reference to any
particular point is always changing. This can occur
in ducts and at low frequencies in enclosed spaces.
The total energy density consists of two parts: one
associated with the kinetic energy of particles con-
tained within a unit volume, and another associ-
ated with the potential energy of the gas within
that volume. The expression for energy density at
a particular point is
2
D = oU? + 2=
oc?

W-s/m3

where
U is the rms particle velocity, m/s
p is the rms acoustic pressure, N/m2
pcis the characteristic impedance of air
(=415 N-s/m?)
¢ is the velocity of sound in air (= 343 m/s).

When the pressure and velocity are space-averaged
this reduces to

2
D0 =" W.s/m?(or J/m?)
ec?
where
p is the space-averaged rms acoustic pressure,
N/m2.

2.2.5 Acoustic Impedances

Acoustic impedances are usually expressed as
the complex ratio of sound pressure to particle
velocity at a particular location, usually the sur-
face of an acoustic absorber. Thus

p

Z = N-s/m3 (mks rayls)

where
p is the complex acoustic pressure, N/m?2
U is the complex particle velocity, m/s
Z is the specific acoustic impedance,
N-s/m3.

Complex impedances may also be represented
in the form

Z=R+iX



where
R is the resistance (or real) component
X is the reactance (or imaginary) component
iisthe /1,

Impedances are of particular importance be-
cause they relate directly to the ease with which a
sound wave or vibration may be transferred be-
tween two media. The resistance represents the
relative magnitude of an acoustic wave which
passes through a medium interface, whereas the
reactance takes into account any phase changes
which occur. When dealing with porous acoustic
materials, the above definition is refined some-
what because of the variety of angles which the
alternating fluid particle velocity may assume.3
The normal specific acoustic impedance, Z,, (see
section 5.1.1), is defined using the normal compo-
nent (perpendicular to air-material boundary) of
the particle velocity, U,; thus

zZ, = P Nes/m?
UII
For free progressive plane waves, or spherical
waves at a large distance from the source, the rela-

tionship between sound pressure and particle
velocity is expressed as

=L Nes/m?
Q¢ s/m

where
o is the density of air, kg/m3
c is the speed of sound propagation in air,
m/s.

The term pc is sometimes known as the
characteristic impedance; it occurs frequently in
acoustic equations. Under normal atmospheric
temperature and pressure, 20° C and 1.013 x 105
N/m?2, its value is 415 N-s/m3.

2.3 ADDITIONAL FEATURES ASSOCIATED
WITH THE WAVE NATURE OF SOUND

2.3.1 Diffraction

Sound waves radiating from a source are re-
flected or diffracted by objects in their path in
much the same way as waves on the surface of
water. Diffraction is the process by which sound

waves experience a change in their direction of
propagation after encountering an obstacle; it is
equivalent to a bending effect. For most general
noise control purposes, if one or more major
dimensions of an intervening object are of the
same order of magnitude or larger than the wave-
lengths associated with the frequencies of interest,
then the object will act as a barrier to the sound.
Otherwise, diffraction will occur around the edges
of the object as illustrated in figure 2.5. The effect
typically means that high-frequency waves tend to
be much more directional in character; their path
of propagation can often be successfully traced
using a geometric ray approximation. Diffraction
is particularly important when examining the in-
fluence of microphones and barriers on sound
fields (see sections 4.1.4 and 6.2.1.1, respectively).

il

Acoustic barrier

)

Diffraction
around barrier
due to effective
radiation from
line source on
top of barrier

*

Source
Acoustic barrier

{b)

Figure 2.5 - Diffraction effects of a solid ob-
stacle. (a) High frequency. (b) Low frequency.

2.3.2 Superposition

The principle of superposition, which applies
to waveforms with amplitudes typical of industrial
situations, states that the net result of adding two
waves is to sum their effects arithmetically. In
figure 2.6 this is illustrated for two sets of waves
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Figure 2.6 - Addition of two identical sine waves, with fa) 0° and (b) 180° phase differences.

which are identical in all respects except that their
phase differences are respectively 0° and 180°.

This result flows from the addition of # linear
equations:

PGl = pix,0) + pax,0) + - - -+ pux,)

2.3.3 Standing Waves or Resonances

When a free progressive wave encounters a
sharp change in impedance such as at an air-hard-
wall boundary, and if the angle of incidence is
normal, then the reflected wave travels back along
the original path of propagation with a 360°
change in phase. If there is another boundary
parallel to the first one, then the reflection process
occurs again, and so on ad infinitum, until all the
acoustic energy has dissipated by absorption at the
boundaries and by propagation losses in the inter-
vening medium. Standing waves or resonances
occur when the distance between the boundaries
coincides with an integer multiple of the half-
wavelength; they are more likely to appear when
the original complex waveform has strong discrete
components.

By superposition, two waves 360° out of
phase add constructively to produce a waveform
greater in amplitude than the original constituents.
In this unique case, however, because a complete
reversal of direction has also taken place, fixed
positions are created of zero net pressure ampli-
tude (nodes) and of maximum pressure amplitude
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(antinodes). At intermediate points, the amplitude
varies sinusoidally with a fluctuating range
described by the envelope in figure 2.7 at a rate
equal to the frequency of the contributing waves.
Because of the fixed pattern of amplitudes in
space, the resultant waveform is called a standing
wave (figure 2.7).

Standing waves most commonly occur in any
regular enclosure which possesses at least one set
of parallel walls. The criterion for the frequencies
at which they may become established is related to
the separation distance between parallel surfaces
by

where
nisthe 1,2,3 ...
c is the velocity of sound propagation, m/s
d is the separation distance, m
f, is the nth harmonic frequency, Hz.

Note that the term »n is included because
harmonics of standing waves may occur at integer
multiples of the fundamental.

This phenomenon is of particular importance
in the transmission of vibrational energy through
plates and bars, as well as in airborne sound trans-
mission through limited spaces of regular geome-
try. In both situations, reflection relatively free of
energy loss at the metal or room boundaries may
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Figure 2.7 - Standing wave between two paralle!
surfaces one wavelength apart.

occur, with a phase change of approximately 360°.
In practice, therefore, particular structures and
spaces may tend to amplify acoustic energy at
those frequencies where standing waves occur.
Therefore, when designing noise control proce-
dures, for example, enclosures, particular atten-
tion must be paid to preventing standing wave for-
mation at frequencies given by the above formula,
to prevent undue degradation in predicted attenu-
ation performance. An alternative description
used for resonance in solid materials is normal
modes of vibration.

2.4 DECIBELS

The parameters typically used to describe
sound have very wide ranges. Frequencies may
change by an order of 104, sound power or inten-
sity by 106, and sound pressure by 108. To sim-
plify the graphical and numerical expression of
these quantities, they are represented by means of
a logarithmic transformation. In the case of sound
power, intensity, and pressure, this is achieved
using the decibel scale.

Essentially, decibels are calculated by taking
the logarithm of the ratio of the value of the
parameter of interest to a fixed reference value of
that parameter, and multiplying it by 10. The
advantages of this are threefold: it avoids large
exponents in representing the quantities; the
human ear judges sounds according to the ratio of
intensities, so that the subjective effect is reasona-
bly approximated; and electrical engineers use
decibels in evaluating electrical power and voltage,
so that conversion of quantities and units at elec-
troacoustic transducers is simplified. By conven-
tion, parameters are taken as ‘‘levels’” when their
units are expressed in decibels.

An acoustical source having a sound power of
W watts is therefore said to have a sound power
level PWL given by

W/
10 log ;V

ref

PWL = dB

where
W, is the reference power value normally
taken as 10~ 12 W, according to interna-
tional convention.

1.3 x 1073 W, then

il

For example, if W

PWL = 101og (1.3 x 1075/10"12)
= 10log 1.3 x 107
=10 x 7.11 = 71.1 dB re
10-12 W

Because we have taken a ratio, decibels are
expressed in dimensionless units. It is important,
however, always to state clearly the associated ref-
erence to avoid confusion with possible alterna-
tives. Sound intensity level IL is defined in a way
identical to sound power level using a referencce
intensity of 10~ 2 W/m2. Thus

L = 10log I/],; dB

Sound pressure level, SPL, is defined by the
relation
p )2
Pret
where

D.er is the reference pressure value, taken as
2 x 1073 N/m?

SPL = 10 log (

or

SPL = 20 log P
D

ref

Since most noise control problems involve a
calculation of airborne sound propagation, the
reference pressure, p,., is optimized so that sound
pressure level and sound intensity level are numer-
ically equal for measurements made in the atmos-
phere. We have already presented an equation
relating sound intensity to sound pressure under
certain circumstances (see section 2.2.2):

2
=2 wm
¢



and,

p

2
10 log I/1,; = 10 log (m)

Since the reference intensity value equals
10-12 W/m?, therefore

1012 x oc
1012 x 415
(oc=415 N-s/m3; see section 2.2.5)

(pref)2 =

Hence
Dres = 2.04 X 1075 N/m?
To standardize, this is rounded to give
Preg = 2 X 1073 N/m?

Note that this unique equivalence between
sound pressure level and sound intensity level ob-
tains only for airborne sound; in other fluids or
solids different reference values are used. For
techniques of combining quantities expressed in
decibel values refer to section 3.2. The relationship
of sound pressure and sound intensity to decibels
for airborne propagation is shown in table 2.2.

Figure 2.8 illustrates sound power levels of
some typical noise sources.

Table 2.2 - Relationship between decibels, sound
intensity, and sound pressure for atmospheric
propagation.

Il re 10712 W/m2

Sound intensity, Sound pressure, (dB) or
I (W/m2) p (N/m2) SPLre2 x 1073
N/m2 (dB)
10* 2 x 10° 160
10 2 x 10 140
10° 2 x 10 120
1072 2 x 10° 100
10°4 2x 107! 80
10°¢ 2 x 1072 60
1078 2x 1073 40
10710 2 x 1074 20

Sound power level PWL re 10~ 2 W (dB}

Jetengine

-

-4  Threshold of pain

120 — Chipping hammer

- Punch press

100 — Ventilating fan {centrifugal)
| Ventilating fan (axial)
Printing plant
80 —
60 — Voice — normal speech
40 —
e Voice — whisper
20 —

0 —  Threshold of hearing

Figure 2.8 - Sound powers for a variety of sources.
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CHAPTER 3

Measurement Techniques

Sound has temporal, spectral, amplitude, and
spatial characteristics; because the process by which
it interacts with human physiology and behavior is
by no means well specified, different indices and
scales exist. This chapter initially treats in some
detail the most important parameters and measure-
ment approaches used for general-purpose indus-
trial noise control. Section 3.4 contains a full dis-
cussion of alternative means of identifying noise
sources, and section 3.5 presents the overall ap-
proach for a noise survey. These sections are pre-
cursors to chapter 6, which examines general noise
control procedures that are applied after the prob-
lem is defined.

3.1 ACOUSTIC PARAMETERS OF SPECIAL
RELEVANCE

3.1.1 Loudness Evaluation

It has been indicated in section 2.0 that loud-
ness is an important subjective perceptual charac-
teristic of interest. There are several approaches to
quantifying loudness; usually the results are aver-
aged over a number of people, since individual
responses can vary considerably.

Figure 3.1 shows equal loudness contours,
which represent the variation in actual sound pres-
sure level with frequency necessary to produce an
equivalent sensation of judged loudness by the lis-
tener. These curves are based on pure tone stimuli
and are characterized by assigning them a phon
number, which corresponds to their sound pressure
level at 1 kHz. Thus, for example, a sound of
103 dB at 100 Hz represents a loudness value of
100 phons.

Several interesting features appear in these
curves. The dip around 3-4 kHz corresponds to
an increase in sensitivity resulting mainly from a
resonance effect in the ear canal. Also, the spacing
between adjacent curves is roughly constant, at
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8-10 dB, across the frequency range of most inter-
est in noise control, 300 Hz to 4 kHz. This allows
the generalization that a reduction of approxi-
mately 10 dB is needed to reduce loudness by one-
half, since a change of 10 phons represents a doub-
ling or halving of loudness. In typical working
conditions, however, an observer is rarely able to
detect a change of less than 3 dB in levels. Espe-
cially prominent is the decrease in sensitivity at all
levels for sound at the lower frequencies. This
means, for example, that a sound of 80 dB at 30 Hz
produces the same sensation of loudness as a tone
of 42 dB at 4 kHz.

A more analytical approach has been taken
by both Zwicker and Stevens,2 whose models are
predicted on the observation that the ear appears
to act as a set of filters normally around one-third
octave in bandwidth (see section 3.3.1 for defini-
tion). Their basic contention is that subjective
loudness should be obtainable by summing the
sound pressure in these bands after correcting for
the sensitivity of the ear. This varies with frequency
and level. The Zwicker and Stevens MK. VI tech-

Loudness level {phons)
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Figure 3.1 - Equal loudness contours (reference 1).



niques have found widespread use and have been
adopted as international standards.® More
recently, Howes has proposed a model? for calcu-
lating the loudness of sounds that are reasonably
steady over a period of at least a second or so.
This model uses power summation over the critical
bands in the ear and the concept of frequency
interaction. Computation techniques for Zwicker
and Stevens’ phons may be compared by examin-
ing reference 4, and Howes has developed a com-
puter program® for general dissemination which
requires as input only the sound spectrum and
mode of listening.

Apart from the common-sense assumption
that a loud sound tends to be more damaging in
regard to hearing loss, it is also reasonable to sup-
pose that, other things being equal, a louder sound
tends to be more disturbing. Various researchers
have tried to characterize sound in terms of annoy-
ance or noisiness ratings, which presumably repre-
sent a more comprehensive subjective evaluation
than loudness per se. Reference 6 contains an early
description of such a procedure as well as a com-
parison with loudness calculation techniques.

3.1.2 Weighting Scales

In order to assess human response, it would
be convenient to use a single numerical criterion
which can be easily measured. Initially, it was pro-
posed that this be achieved by inverting the 40-,
70-, and 90-phon curves in figure 3.1 and provid-
ing electronic filter characteristics in sound level
meters and other devices which closely approxi-
mate these shapes. This permitted integration of
sound pressure over the range of interest, provid-
ing a measure of subjective response to low,
medium, and high level sounds, respectively. The
corresponding filter networks are designated 4 (40
phon), B (70 phon), and C (90 phon). The relative
responses of these are illustrated in figure 3.2

Subsequently, it was found in practice that,
although anomalous, the use of the A-weighting
scale gives results which correlate best with human
response in regard to noise-induced deafness, the
acceptability of noise from transportation and
other machines, and communications interference.
Measurements on the various scales are denoted
by the symbols dB(A), dB(O), etc.; of course, the
reference value should be specified where neces-
sary. Table 3.1 shows the approximate numerical
value of the two most popular weightings relative
to linear response, applied in octave bands (see
section 3.3.1).
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Figure 3.2 - Frequency response of weighting
scales. The straight line through 0 dB represents
the unweighted response normally used when as-
sessing linear overall sound pressure level,
OASPL.

Table 3.1 - A- and C-weighting corrections for
octave band data.

Octave Relative Relative
band center A-weighted C-weighted
frequency (Hz) response {(dB) response (dB)
3L.5 -39.5 -3.0
63 -26.0 -1.0
125 -16.0 0
250 - 8.5 0
500 - 3.0 0
1 000 0 0
2 000 + 1.0 0
4 000 + 1.0 -1.0
8 000 - 1.0 -3.0
16 000 - 6.5 -8.5

3.1.3 Other Indices and Scales

As has already been implied in section 3.1.1,
sounds may be identified as noise resulting from a
variety of factors. Several techniques for assessing
the effects of noise in specific situations have
evolved, and it is worthwhile to mention a few that
can be relevant to industrial noise problems. A
fuller description of these and others, including
applications and calculation procedures, may be
found in reference 4.

A technique widely used in the United States
for assessing the relative intrusiveness of back-
ground noise is based on a set of contours known
as Noise Criteria curves (see figure 3.3). These are
similar to equal loudness curves and have been
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Figure 3.3 — Noise criteria curves (NC).

developed after considerable practical experience.
They have essentially been optimized to provide
an assessment of the effects of noise at particular
frequencies on speech communications, with some
regard to the loudness of the sound as well.

A Noise Criteria (NC) rating is found by plot-
ting the actual octave band sound pressure levels
and identifying the highest NC curve which pene-
trates the sound spectrum from figure 3.3. Certain
criteria, shown in table 3.2, have been recom-
mended for particular environments.’

The equivalent continuous sound level, Leq, is
increasingly used in a wide variety of situations.

Table 3.2 - Recommended noise criteria values
for several work environments.

Probable
Work environment acceptable
NC levels
Factories and workshops (no hear- 60-75
ing damage risk)
Factories and workshops (communi- 50-60
cation required)
Kitchens and light workshops 45-55
Mechanized offices 40-50
General offices 35-45
Private offices 30-40
Cafeterias and canteens 35-45
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Not the least of the reasons for this is the belief
that the amount of sound energy received at the
eardrum is the most critical cause of noise-induced
hearing loss. Leq takes the value of the constant
sound pressure level which contains the same sound
energy as the actual time-varying level of interest.
It is always calculated with respect to a particular
time interval, generally an hour or an 8-hour
period; normally, the sound level is A-weighted.
With digital and microprocessor technology, a
variety of portable instruments can accurately
compute L,eq (see section 4.4.1).

The mathematical expression for the compu-
tation of L., over a specified time interval T is

| T 2

L (D =10log— [ 55-dr dB(4)
q T Pl
0 re

where 7

dt represents the integration or summa-
0 tion of squared instantaneous sound
pressure values over the time interval
T
pis the A-weighted
sound pressure
Drep 18 the reference sound pressure.

instantaneous

Community noise can often be a problem
when external noise levels are high. Consideration
should be given to this especially when planning a
new industrial development or implementing noise
control technology in a situation where community
aggrievance has already been established. A very
concise introduction to the subject may be found
in reference 8.

One of the indices most frequently used in
this connection? includes the day-night level, L,
which represents a long-term average 24-hour Leq,
with sound energy received between 10:00 p.m.
and 7:00 a.m. being weighted by a factor of
+ 10 dB. The community noise equivalent level,
CNEL, performs a similar function except that a
three-way subdivision between day, evening, and
night is used. Statistical measures such as Lgg, Ly,
and L, illustrated in figure 4.10, are also widely
used. Lgg, or the level exceeded for 90% of the
sampling time is often used as a measure of am-
bient noise.

3.2 LOGARITHMIC ADDITION OF DECIBELS

It is frequently necessary to combine several
sound levels in noise control problems; this is done



by taking antilogarithms and summing with respect
to mean square sound pressure. The most impor-
tant initial step is to determine whether the sources
concerned radiate sound intensity coherently, be-
cause pure tones of the same frequency can inter-
fere constructively, as described in section 2.3.2,
and it is necessary to account for the phase rela-
tionship between the sources, which is fixed for
coherent radiation. The appropriate equation for
calculating the RMS sound pressure in this case is

p="p?+p?+ éplp2 cos (6,-6,) N/m?

where
P1» P is the RMS sound pressure associated
with the two sources
(6,~0,) is the relative phase difference between
sources at measuring point.

Note that for completely in-phase signals of
equal amplitude this has the effect of doubling the
resultant pressure. The total sound pressure level
in this case would be raised 6 dB with respect to the
original pressure:

p= x/,',]'il P12+ glz N/m2
Therefore,
2p,
ASPL = 20log — = 6dB
14

For most industrial situations, it is reasonable
to assume that the sources radiate sound randomly
with respect to each other (i.e., are incoherent),
especially when only weak pure tones are present.
Under these conditions, phase relationships be-
come unimportant and the squares of the RMS
pressures of the n contributing sources at the point
of interest may be added linearly:

p:\/p12+p22+p32‘+...+vp"2 N/m2

The squares of pressures in the above equa-
tions are taken before addition because it is impor-
tant to observe the principle of conservation of
energy, and energy or intensity is proportional to
the square of sound pressure. In terms of sound
pressure levels this may be expressed as

SPL; = 10log [10SPL,/10 4 10SPL,/10 4

.+ 10SPL/10] 4B

16

where
SPL is the total sound pressure level at the
measuring point.

Two levels may be most simply combined by
use of figure 3.4. The numerical difference between
the levels concerned is first found, and then the
corresponding position on the curve identified.
From this, after alignment with the relevant value
on either the abscissa or ordinate, the total level is
computed by straightforward addition.

Two propositions should be noted regarding
figure 3.4:

1. For two levels with the same value, the
numerical increase between the total and the origi-
nal values is 3 dB.

2. For levels more than 10 dB apart, the con-
tribution of the lower level is negligible.

Figure 3.4 is plotted according to the relation-
ship

SPLy = SPL, + 10 log (10¢SPL, - SPL)/10 4 1)
T 1

where
SPL+ is the total level
SPL,, SPL, indicates that two levels are being
added

For example: If we have a series of levels 46,
56, 61, and 61 dB, figure 3.4 allows computation
of the total as 64.7 dB. Thus

46 56 61 61
56.4 64.0
L J
T
64.7
SPLT = 64.7 dB
0

3 1 Numerical difference between
é 2 two levels being added (dB)
2 3
53 / ‘.
QQ —
£3 2 6
o2, N 7
£3 8
5 2 TN 9
g}
5 1 10
55 "
E .
28 °

0 I T 1 1

3 4 5 6 7 8 9 10 11 12 13 14

Numerical difference between total and smaller levels (dB)
Figure 3.4 - Combination of two decibel levels.



A chart for the addition of equal levels is pre-
sented in figure 3.5. This is an exercise frequently
required, especially when assessing the contribu-
tions of several identical machines to a reverberant
field.

10 T T Y T
Increase in sound pressure
{dB or dB(A))

8 /r

, //
1/

Increase in SPL (dB, dB(4), etc.}

2 3 4 5 6 78910
Number of independent sources

Figure 3.5 - Combination of identical levels.
(From Lewis H. Bell, Fundamentals of Industrial
Noise Control, 1973. Used with the permission of
Harmony Publications.)

Average levels are computed according to the
principle used above; that is, the sum of the asso-
ciated energy quantities is taken, usually pressure
squared, before taking the average value and con-
verting back into decibels. Thus an average sound
pressure level SPL would be computed for n sepa-
rate levels according to

— 1
SPL = 10 log— [10SPL/10 4 1QSPL,/10 4
n

e 4 ]()SPL"/IOJ dB

where
SPL,, is the nth sound pressure level to be
added.

Another computation frequently required is
the addition of sound pressure levels in contiguous
frequency bands to produce an overall sound pres-
sure level. In the example below, the A-weighted
overall level is calculated from linear octave band
data using the numerical weightings taken from
table 3.1.
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Octave band center frequency (Hz)
63 125 250 500 1000 2000 4000
SPL, dB 65 75 k) 80 83 Bl 79
A-weighting, dB | -26 -16 -85 -3 0 +1 +1
SPL (dB(A)) 39 59 685 77 83 82 80
69 84 84

87

Therefore total sound pressure level is given
by

SPL ,(63-4000 Hz) = 87 dB(A)

Reference 10 provides mathematical tech-
niques for combining decibel levels of either octave
bands or constant bandwidths (see section 3.3) into
an overall spectrum level.

3.3 FREQUENCY ANALYSIS

3.3.1 Description of Octave, One-Third Octave,
and Narrow Bands

In order to divide the frequency spectrum con-
veniently into bands which can be modeled by
electronic filters and analyzed independently of
each other, the concept of octaves is utilized. From
an acoustician’s point of view, the octave is signif-
icant because it represents a doubling of frequency.
Examination of table 3.3 reveals that the preferred
octave and one-third octave bands in use are based
on geometric mean center frequencies, f,.; thus

Jo = \/f—n XSy Hz
where

f,and f, . | are the lower and upper band

limits, respectively.

The octave bands of most interest for general-
purpose use extend from 63 to 8000 Hz; any over-
all sound pressure level computed from measure-
ments made in a series of contiguous bands should
properly have the range of bands quoted alongside.

One-third octave band filters are the second
most common variety in widespread use; they in-
crease the degree of resolution obtainable in the
field without making the process of data collection
too cumbersome (see section 3.3.2 for discussion
of appropriate filter selection). Because the energy
contained in each one-third octave band is propor-
tionally less than that in the octave band which



Table 3.3 - Octave and one-third octave center frequencies and band limits (reference 11).

Octave band One-third octave band
Lower Center Upper Lower Center Upper
band frequency band band frequency band
limit* (Hz) limit* limit* (Hz) limit*
18 20 22
22 25 28
23 315 45 28 s 35
1S 40 45
45 S0 56
45 63 90 56 63 71
71 80 90
90 100 112
90 125 180 112 125 14]
141 160 178
178 200 225
180 250 355 225 250 282
282 315 355
355 400 450
355 500 710 450 500 560
560 630 710
710 800 890
710 1000 1400 890 1000 1120
1120 1250 1400
1400 1600 1780
1400 2000 2800 1780 2000 2240
2240 2500 2800
2800 3150 3550
2800 4000 5600 3550 4000 4470
4470 5000 5600
5600 6300 7080
5600 8000 11 200 7080 8000 8900
8900 10 000 11 200
11 200 12 500 14 130
11 200 16 000 22 400 14 130 16 000 17 780
17 780 20 000 22 400

*Rounded off slightly,

covers that particular range, one-third octave
band spectra always have values below the corre-
sponding octave band spectra when plotted on the
same graph (see figure 3.6). Reference 10 provides
information on converting acoustical information
from one octave set into another, and computing
one-third octave band levels knowing the octave
level and the decibel-per-octave slope of the
spectrum.

In contrast to octave and fractional octave
bands, which increase in bandwidth by a fixed per-
centage as the center frequency increases, narrow
band filters have a constant bandwidth through-
out the entire spectrum. They may be tuned to
measure several different bands, typically 10, 5, 2,
or I Hz in width. With the advent of real time ana-

lyzers suitable for deployment in the field, narrow
band analysis is more practical. Nevertheless, the
total spectrum bandwidth may have to be limited
to provide the degree of resolution required at low
frequencies particularly, since typically these
instruments only have 400 bands over their fre-
quency range (see section 4.6.2).

Sometimes it is convenient to measure a
parameter known as the power spectral density,
PSD, which is plotted as a function of signal
power in a frequency bandwidth divided by that
bandwidth, against frequency. When the PSD is
computed using a sufficiently high resolution fre-
quency analysis, then the difference in PSD func-
tions between broadband and discrete spectra
becomes sharply evident, as the former have a
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Figure 3.6 - Comparison of octave, one-third octave, and narrow band spectra for the same sound field

measurement.

characteristically smooth and monotonic nature
whereas the latter are very discontinuous.

There are several quick procedures for obtain-
ing approximate spectral content. It is clear from
figure 3.2 that the C-weighting curve is effectively
linear over much of the frequency range of interest
in general noise control. Consequently, by taking
both A- and C-weighted readings and comparing
them, a rough assessment can be made according
to the following rules:

dB(C) > dB(A) — indicates low frequency
mainly

dB(A) > dB(C) — indicates high frequency
mainly

dB(4) = dB(C) — indicates that it is located
around the 1-2 kHz re-
gion, i.e. mid-frequency.

Many frequency filters can now be used in
conjunction with weighting networks to provide a
direct readout, in dB(A) for example, in specific
frequency bands.

3.3.2 Description of Filtering Techniques
Various modes of filtering may be employed

for either the fixed percentage bandwidth or fixed
bandwidth filters described in the previous sec-
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tion. More detail on the instrumentation available
is given in section 4.6.

The traditional mode used in the field is the
serial filter, where the signal is processed by each
bandwidth filter, one at a time, usually over a con-
tiguous frequency range. In the laboratory, a simi-
lar process may be carried out using a sweep filter,
where the bandwidth of the filter expands auto-
matically as the center frequency moves continu-
ously up through the spectrum. The latter technique
involves no discrete filter bands. Either of these
serial approaches is only strictly applicable when
the input signal is relatively constant in level and
frequency content over the period of time taken to
complete the measurement.

Less frequently used is the process of feeding
a signal to a set of contiguous and parallel analog
filters and then, either separately or in combina-
tion, recording the output of each. This approach
does not usually have the same constraints on sig-
nal uniformity as the serial process.

Finally, in digital filtering the analog signal is
quantized into discrete portions and subjected to a
computation process which very efficiently per-
forms effective frequency filtering. This can be
accomplished quickly and accurately. Reference
12 provides a brief introduction to the problems in
digital analysis of one-third octave bands with
similar accuracy across the spectrum of interest.



In this paper, two different sampling rates are
used to achieve a higher resolution in the lower
frequency bands without wasting computation
time in higher frequency bands, thereby achieving
a more uniform confidence level.

3.3.3 Spectral Character of Typical Industrial
Sounds and Analysis Procedure

Only rarely do sounds consist of pure tones in
isolation. Generally, it is necessary to conduct a
spectral analysis of the acoustic or vibration
parameter of interest over a series of adjoining
frequency bands using a bandwidth and mode of
analysis appropriate to the problem at hand. The
bandwidth should be chosen to be only as narrow
as necessary for the sound spectrum concerned.
This section outlines the general nature of com-
mon industrial sounds and the practical methodol-
ogy for conducting routine analyses.

3.3.3.1 Discrete frequency sources

Fans, compressors, gear and mechanical trans-
misson elements, and transformers, give rise to
spectra with very prominent discrete frequency
tones, as illustrated in figure 3.7a. These usually
present a number of harmonic components which
may even be larger in magnitude than the funda-
mental frequency. This may occur because the
sound spectrum reaching the measuring position
can depend on intervening structures (such as
pressed metal panels around the machine) which
radiate noise differentially according to the
inherent sound transmission and damping charac-
teristics of the complete system. This kind of
spectrum often emanates from rotating equipment
and it is possible to predict the harmonic
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frequencies, f,, most likely to dominate according
to the relation

J, = nNK Hz

where
N is the shaft rotational speed measured in
revolutions per second
K is the number of blades, teeth, etc., attached
to the rotating component
n is the integer corresponding to the harmonic
frequencies, i.e., 1, 2, ...

Because the frequencies of interest are very
distinct, it is usual to conduct initially at least one-
third octave band analysis followed by further
refinement of the frequency resolution as
required.

3.3.3.2 Broadband frequency sources

Broadband frequency sources are usually
associated with high velocity gases or fluids vent-
ing to atmosphere. They induce a shearing action
in the structure of the ambient air, and the result-
ant turbulence generates random pressure fluctua-
tions. The spectrum is continuous, lacking any
particular discrete quality, and with no fixed rela-
tionship between either amplitude or phase com-
ponents. This is not to say, however, that the
sound may not be characterized easily with refer-
ence to its frequency distribution. For example, in
heating ducts the nature of sound at some distance
from the air handling equipment is mainly low
frequency; it is audible as a rumble. By contrast,
high speed exhaust vents generate a spectrum
which is predominantly high frequency in charac-
ter and is best described as a kind of hiss. An
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Figure 3.7 - Hlustrations of various kinds of frequency spectra. (a) Discrete. (b} Broadband. (c) Impact.



example of this is shown in figure 3.7b. Octave
band analysis will normally suffice when conduct-
ing analyses of this type of noise.

3.3.3.3 Impact sources

Impact sources include sources such as punch
presses, hammering operations, and very short
duration venting operations to atmosphere. The
character of these may be regarded as aperiodic;
consequently they have a continuous spectrum
(see section 2.1.2). The distinguishing features are
determined primarily by the duration of impact
and the elasticity and damping properties of the
materials. Basically, the shorter the duration and
the harder the surfaces involved, the more likely it
is that the resultant sound will have a sharp ring
because of the high frequency content. This is
illustrated in figure 3.7¢c. Because of the very short
durations involved in impact noise, which can be
of the order of milliseconds, the meter RMS char-
acteristic may not respond fully to the maximum
instantaneous amplitude. For this reason a peak
hold characteristic with a very short integration
time has been built into some modern sound level
meters to gauge the peak levels involved (see sec-
tion 4.4.1). Differences between this meter reading
and the normal meter response can be up to 30 dB;
the differences tend to increase as the distance to
the source is shortened, especially for high fre-
quency components.

3.4 GENERAL ANALYSIS
3.4.1 Source Identification

Noise control problems are usually examined
by separate consideration of the source, propaga-
tion path, and receiver; an optimal solution based
on an overall assessment of the results of this tri-
partite analysis is then designed (see section 6.0).
Of these three considerations, correct identifica-
tion of the source and its acoustical nature is the
most important; otherwise, unnecessary expendi-
ture may be incurred because of misdirected con-
trol procedures.

One of the simplest and quickest ways of
accurately defining a source is to run all the noisy
machines connected with a location of interest
independently, i.e., one at a time. Individual noise
contributions can then be compared in order to
assess the most dominant or troublesome noise
sources. Several sources may interact, however,
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particularly in the case of large industrial plants,
where several ancillary units such as hydraulic
pumps and generators may be switched in con-
currently.

A second procedure, which is rather lengthy
but nonetheless of considerable value because of
the amount of information which may be extracted,
is to conduct a survey of sound pressure levels
around the affected area. This is especially rele-
vant in the case of shop floors where many sources
operate simultaneously and where, perhaps for
reasons of assembly-line production or constraints
on the time during which machines may be shut
down, it is necessary to conduct an in situ assess-
ment. Figure 3.8 is an example of such a survey in
a poultry processing plant. If the contour lines of
equal sound pressure level are sufficiently well
defined, it is possible to estimate at least relative
sound power levels of contributing sources by
calculating the area around each machine which is
above a particular noise level. The sound power
level is proportional to this area (see section 3.4.4).
The survey is of importance, too, in making a quick
assessment of the degree of compliance with
OSHA noise exposure regulations (see the
Appendix).

In addition, the directivity of the source may
be estimated if the measurements are made in a
direct field (see section 3.4.3). Occasionally, this
can be done by making measurements very close
to the radiating surfaces or duct openings,!3
although there are often theoretical objections to
this; however, it is always wise to make follow-up
accelerometer measurements of vibration on the
radiating surfaces themselves. These may then be
matched with the sound pressure level measure-
ments to verify their value in measuring sound
power and directivity.

NASA programs on jet noise sources and
aerodynamic noise generation in wind tunnels
have yielded several devices designed to determine
source position, especially in turbulent flow condi-
tions. One of these!* uses a linear array of micro-
phones with a digital time delay applied to each
one in the series according to the acoustic fre-
quency of interest. Unwanted noise containing
reverberation, background, and wind noise com-
ponents of the order of 3-10 dB is rejected in the
range 63 Hz to 10 kHz. Another instrument,!3
which permits easy analysis in two dimensions
without the need for large numbers of micro-
phones in two separate array configurations, has a
directional acuity such that high frequency sources



) ) Gizzard Lung
Circulating USDA trim machine gun
fan \ /— area area area
I J l
Picking /N Lunch room —
area . ) \ [\X J /l J&( l‘ /J,\ 2
e A fe }‘//,é,l A \) \
: e : ; 92/, L
Exhaust _/'i 89\ 8@ ' 88 ( 39 : 90 ;91l 93 g-\% :95 34 93 }2 91
fan \\& S—— A — M T :
N | A H v/ AN § ¢
91\90 \_ ‘y ’/ 1 1
Conveyor 52 i of £ f - Sl \\
portals - oy Chiller A Pre-chiller
93 / - ziE
\Z < [ Chiller / :: lerechnller u_((:l
[
— Icedump—/
Z\ 14 7\ Packing area )
Conference
room

Figure 3.8 - Example of sound pressure level contour survey. All data are A-weighted. (Taken from
Cassanova, R.E., et al., Study of Poultry Plant Noise Characteristics and Potential Noise Control Tech-
niques, Progress Report, Oct. 1978-Mar. 1979, NASA Res. Grant NSG 3228.)

can be specified within 1 cm. This is achieved
using an ellipsoidal acoustic mirror with a micro-
phone placed at one focus; the intervening space
may be filled with a gas heavier than air, to de-
crease the speed and hence wavelength of sound
waves, so that the resolution power of the device is
enhanced.!® By mounting the mirror and micro-
phone on an automated drive assembly, complete
two-dimensional plots may be made of an area,
and the frequency-analyzed output highlights sig-
nificant noise sources.!”

Another technique for determining important
sources is to examine frequency plots made for
measurements close to the suspected noise con-
tributors, and to compare them with the composite
level received at the position of interest. This ap-
proach is of particular value when prominent dis-
crete frquencies are present, aithough narrow band
analysis may be necessary to discriminate and
match exact values.

More recently, many data processing tech-
niques have been developed to extract maximum
information from signals and to discard extra-
neous components. These can be broadly classi-
fied into either coherence or cross-correlation
techniques, and their value is increasing with the
increasing availability of sophisticated instrumen-
tation for direct print-out of the parameters of
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interest. An excellent account of the development
of these and other techniques, as well as their
application to industrial noise, is given in refer-
ence 13. Coherence and cross-correlation tech-
niques are of particular value in situations where
only in situ measurements can be made with all
equipment running, and for pinpointing particu-
larly troublesome areas on very large sources.
Basically, microphones or vibration transducers
are placed at the receiving point of interest and at
the various suspected contributing sources, and
the signals from each compared.
Cross-correlation is essentially a complete
comparison of the amplitude of two signals at
every frequency, as well as a measure of the time
or phase difference between them. The common
parts of the signals combine and the unrelated
parts cancel out. By finding the delay time be-
tween the signals where the cross-correlation is a
maximum, it is possible to specify noise sources
and their relative contributions to the sound field
by tracing possible transmission paths. Although
reverberant conditions tend to militate against the
effective use of cross-correlation, Ahtye and co-
workers!8.19 have successfully used the technique
to identify sources as low as 18 dB below the over-
all level. Furthermore, a measurement device
known as a sound separation probe,2% using simi-



lar principles, has been developed to separate out
sound waves from turbulent flow pressure fluctua-
tions in a duct.

Coherence measures the extent to which re-
ceived power is dependent on a particular trans-
mitted or input power. It can be used to assess the
noise source characteristics in reverberant spaces, 3
as well as in situations where cross-correlation
might normally be utilized. An example of the sep-
aration of contributions from a fan and aero-
dynamic turbulence in a NASA wind tunnel using
coherence techniques is given in reference 21. The
sources involved should be independent of each
other,22.23 and it is even possible to assess relative
source contributions using a pair of closely spaced
receiving transducers at some distance from any
source, when it is not possible to mount them any
closer because of environmental or geometrical
constraints.23

3.4.2 Source Directivity

Directivity measures the extent to which the
sound pressure level in any particular direction
deviates from the level which would be present if
the source radiated in all directions equally. Direc-
tivity of a source is normally measured in the far
field and in the absence of any intervening obsta-
cles or reflecting surfaces other than those nor-
mally associated with the source itself. It is repre-
sented by the directivity factor Q, which is defined
as the ratio of the actual intensity at angle 8, /,, to
the intensity at that point if the source were radi-
ating omnidirectionally, I, i.e.,
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This is the same as taking the ratio of the
associated sound pressure levels; in fact, the loga-
rithmic equivalent of the directivity factor, known
as the directivity index, DI, is defined as
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where
SPL, is the sound pressure level at angle ¢
SPL, is the space-averaged sound pressure
level at the same distance from the
source (equivalent to assuming omni-
directional radiation).

Where complete spherical radiation is not
possible because of the presence of nearby reflect-
ing surfaces, figure 3.9 gives the values of Q and
DI. The directivity index increases in value by 3 dB
for every added reflecting plane. This is a natural
corollary of the same sound energy flowing through
half the surrounding surface area with the addition
of each extra plane, i.e., a doubling of intensity.

It may sometimes be necessary to measure the
directivity of a source simultaneously using a com-
plete 360° array of microphones. This is often the
case with random sources such as aerodynamic
noise generated by fan or compressor blades, or
an exhaust vent where a jet of high velocity gas
causes turbulence in the surrounding medium.
Normally, a spacing of transducers at 10° or 15°
increments enables the source to be completely
defined. Extensive work on aircraft jet engine
noise in static tests has led to the development of a
computer program for quick handling of one-third
octave band data.2425 This program includes

Q=4 Q=
DI =6dB DI =9dB

Figure 3.9 - Directivity effects resulting from reflecting planes.



standardizing and extrapolating the data as well as
computing the sound power spectrum level and
directivity index. Directivity effects become par-
ticularly important at higher frequencies because
at low frequencies diffraction effects reduce any
directive components,

3.4.3 Sound Field Characteristics

It is important when making sound pressure
level measurements to consider the portion of the
sound field likely to be measured. The direct or
free field is that part where the sound level decays
in a constant manner depending on the geometry
of the source and its surroundings. For example,
for a relatively small source radiating freely, i.e.,
with no reflecting surfaces nearby, the level SPL
at a distance r from the source is given by

r

from, W = 4xr§ly = 4nr2l W
thus, IL, — IL, = SPL, — SPL,
=20 log (r/ry)
therefore, SPL, = SPL, — 20log r/r, dB

where SPL is the level at distance ry from the
source in decibels.

This relation holds because the radiation pat-
tern is spherical and the area through which unit
intensity passes is proportional to 72 (see section
2.2.3). The above relationship is referred to as the
inverse square law and is illustrated in figures 3.10
and 3.11. The net result is a 6 dB reduction in level
with each doubling of distance from the source.
For line sources such as the radiating surface of a
length of pipe, the radiation pattern is cylindrical
and a 3 dB reduction in level with doubling of dis-
tance is found.

However, for any space confined by solid
boundaries such as partitions or factory walls, the
sound waves propagating freely from the reflected
component contribute to an effective increase in
the sound pressure level in regions relatively near
the reflecting surface. The distance from the
source at which this so-called reverberant field
begins to dominate over the direct field is labeled
r.in figure 3.11; that figure also represents a sum-
mary of sound field characteristics for a single
machine. The value of r, depends on the acoustic
power radiated and its directivity, and the absorp-
tion characteristics of the principal boundary sur-
faces, as well as the dimensions of the space con-
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Figure 3.10 - Increase in area through which unit
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divergence. S, unit area; 1, constant intensity
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Figure 3.11 - Sound field characteristics in semi-
reverberant conditions.

cerned. The reverberant field is said to be diffuse,
since sound waves arrive at any point from many
different directions and, except for points very
close to hard surfaces, the sound level tends to be
constant throughout the field.

The distinction between near field and far
field is somewhat more subtle; basically, in the
near field the sound pressure level does not have a
simple relationship with distance, because of the
proximity of vibrating surfaces. In this region
levels may remain constant or even increase with
distance because of the strong dependence on
nearby radiating surfaces.

With respect to noise control, increased ab-
sorption on surfaces has some effect on the rever-
berant field, but none on the direct sound field,
which has encountered no reflecting surfaces. For
the latter, either direct source modification or the
erection of some kind of partition represents a
highly effective way of reducing the noise level.
Chapter 6 discusses in more detail the approaches
to solving these problems.



3.4.4 Sound Power Level Estimation

Sound power is important because it repre-
sents a unique characteristic of a particular source
which, when properly specified, is independent of
the particular environment concerned. This meas-
urement is useful in comparing the relative acous-
tic properties of various machines and the effects
of changing the acoustic conditions on the sound
pressure. Knowing the sound power level of a
source in appropriate frequency bands, and by
making intelligent assumptions about the nature
of the sound field generated at points of interest
(see section 3.4.3), it is possible to predict accu-
rately the sound pressure level at these points.

The general relationship between the sound
power level of a spherically radiating source and
the sound pressure level at distance r is derived
from the following equation (see section 2.2.3):

W= 1@rr?) W

Taking logarithms and using the sound pressure

level and intensity level equivalence principle (see

section 2.4),
PWL = SPL + 10 log 4nr?

SPL + 201log r + 10 log 47

= SPL + 20logr + 11 dB

where r is the distance from source, in meters.

For a directional source the general equation
is given by

PWL = SPL + 20logr + 11 — DI dB
where DI is defined as in section 3.4.2.

In ducts, assuming no losses at the peripheral
surfaces, the relationship becomes

PWL = SPL, + 10log S, dB

where
SPL, is the sound pressure level measured just
off center line, dB
Sp is the cross section of duct, m2.

Ideally, the measurement of sound power
level should be made either in free-field conditions
as in an anechoic chamber, or in a highly reflective
reverberant room where a diffuse field may be

assumed. For the former case, all the above rela-
tionships apply, and it is usual to use a regular
array of microphones equidistant from the source
and at least \/4 from any wall of the room, where
) is the wavelength of the lowest frequency of
interest. Figure 3.12 shows a six-point array over a
hypothetical hemisphere surrounding a source.
The sound power level, PWL, of the source,
assuming omnidirectional radiation through equal
areas associated with each measuring point, is
given by

ln=6 D, 2
PWL:IOloggE< '> +20logr+ 8 dB

i ref

or

PWL = SPL + 20logr + 8 dB

X % — Noise source
Coordinates of unit hemisphere
Microphone
position X Y 4
1 0.89 0 0.45
2 0.28 0.85 0.45
3 -0.72 0.53 0.45
4 -0.72 -0.53 045
5 0.28 -0.85 045
6 0 0 1

Figure 3.12 - Six-point hemispherical micro-
phone array for measuring sound power.



where SPL is the logarithmic average of sound
pressure levels (space-averaged). Note
that the directivity index of hemi-
spherical radiation above the reflect-
ing plane is + 3 dB (from figure 3.9),
so that PWL = SPL + 20log r +
I - 3.

Typically an even number of microphones is
used for this, for example, 4, 6, 10, or 12, depend-
ing on the source size and space available. With
this method, directivity effects are easily esti-
mated, although if the source is highly directive
then a larger number, up to 24 or so, should be
used.26-27 If a sufficient number of measurements
of the sound pressure level are taken on the sur-
face of a hypothetical sphere or other regular geo-
metric shape surrounding the source, then the
error implicit in failure to sample the level at every
point can be minimized.?8 Normally, measure-
ments are made in octave bands and the sound
power level for each of these may be summed to
give an overall power level.

In a reverberation room, the number of
microphones needed in an array, Ny, is generally
less than for a free field and is given approxi-
mately by

v
NM = )\3

where
Vis the room volume, m?3
A is the longest wavelength of interest, m.

Note: The microphones should be placed at
least A/2 apart and at least twice the maximum
source dimension from the source. Their positions
are not as critical as for free field assessment, since
a diffuse field is being measured.

There is an inherent inaccuracy in assessing
pure tone radiation by this method??; this error is
exacerbated when considering low frequency radi-
ation from large sources.3? The equation for mak-
ing an absolute determination under reverberant
conditions is31-32

PWL = SPL + 10log V — 10 log T,
SA
1 —) - 13.5 dB
+ 10 log (1 + 8V)

26

where
SPL is the space-averaged sound pressure
level, dB
V'is the room volume minus source vol-
ume, m3
T, is the Sabine reverberation time defined
in section 6.2.2, s
S is the area of all room boundaries, m2
\ is the wavelength at frequency of inter-
est, m.

A comparative technique may be employed to
determine the sound power level of a test source
where the acoustic and geometric characteristics
are similar to those of a standard reference source.33
In this case, the procedure is first to find average
sound pressure levels in the appropriate frequency
bands for both the reference and test sources. The
next stage is to calculate the sound power level of
the test source according to

PWL, = SPL, + PWL_ - SPL,

where
PWL_;, PWL, are the sound power levels of
reference and test sources,
respectively
SPL,.s SPL, are the space-averaged sound
pressure levels of reference
and test sources.

In many situations, it is not possible either to
obtain prior information about machinery sound
power levels or to remove such machinery for lab-
oratory assessment of sound power. In these cases
it is necessary to make some kind of in situ meas-
urement, and this is most frequently performed
under semireverberant conditions such as exist
inside most work places. A thorough review of the
different techniques which may be used is given in
chapter 4 of reference 26 (see also section 6.3.1).
As an example, we outline here the two-surface
method developed by Diehl,26 which is quite suit-
able for tests on large machinery.

If a 6 dB decrease in sound pressure level is
obtainable in a semireverberant field, then even
though the distance needed to achieve this is
usually greater than it would be in a free field,
approximate free field conditions may be assumed.
Corrections can be applied to the estimated sound
power level in each frequency band to give an
approximate free field result. Measurements are



made at locations corresponding to specific loca-
tions on the surface of a hypothetical parallele-
piped enclosing the machine, with total surface
area S,. A second series of measurements is then
made on a larger parallelepiped surface S,, where
the major dimensions have the same proportional
relationship as for S;. The average sound pressure
levels for each surface, SPL; and SPL,, respec-
tively, are then calculated.

It can be shown that the actual sound power
is given by

PWL = SPL, + 10log §; - C dB

where the correction factor C is

C=101 E (3177—1)
- VORI ENs,

where E = 10PL, - SPLy/10 and §,, S, are sur-
face areas, in square meters.

C is readily found from the family of curves
shown in figure 3.13.

Sound power levels must always be quoted
for the particular conditions under which the

machine is being run, since conditions may change
considerably during the course of operation. Also,
in some situations, it may not be easy to make far
field measurements and the microphones must be
placed close to the source. In this case, the meas-
urement surface should conform closely to the
source shape, and microphones should be equally
sensitive to all incident sound over the front 180°
arc.?8

3.5 SURVEY APPROACH
3.5.1 Initial Preparation

The proper definition of a noise problem is of
primary importance; this definition is best achieved
by first determining the need for noise control at
all. There may be a variety of factors which, either
singly or in combination, are responsible for the
need for a noise analysis. The most common ones
include3? potential hearing damage to employees
because of adverse noise working conditions;
determination of whether equipment or vehicles
are in compliance with test codes or specifications;
community annoyance resulting from external
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noise levels; and noise level contour surveys for
general planning purposes. The appropriate cri-
teria for control may then be selected, for exam-
ple, OSHA noise exposure limits (see the Appen-
dix), community noise ordinances, or sound power
level measurement standards. Where possible, a
ground plan and evaluation of the building or area
concerned should be obtained, as this becomes
invaluable in planning surveys and identifying
particularly sensitive areas.

Information is also required on the type of
noise sources involved, their dimensions, operat-
ing characteristics, directionality, and long-term
influences such as pattern of use throughout a
work week. Particularly important is the need to
gain some idea of the level and spectral content of
the noise. In this respect, it is emphasized that an
empirical on-site investigation even with nothing
more than aural inspection by a well-trained
acoustician, and careful examination of the above
factors, is of considerable value in helping to select
the type of equipment required and the measure-
ments necessary. For example, rotating machinery
components such as lathes and saws give rise to
periodic waveforms, which tend to possess strong
discrete frequency components requiring relatively
detailed frequency analysis.

3.5.2 Measurement of Acoustic Quantities

Accuracy of measurements is essential. It is
imperative to ensure that equipment is functioning
correctly and to calibrate it using one of the
devices described in section 4.9, Internal reference
calibration signals should always be cross checked
with external calibrators. Other considerations
include the correct selection and deployment of a
microphone for the sound field involved, i.e.,
random incidence, perpendicular incidence, or
grazing incidence; and whether avoidance of inter-
ference effects when performing precision meas-
urements at high frequencies requires the separate
mounting of the microphone or instrument at least
1 m from the observer.

The possibility of instrument overload is
reduced by ensuring the utilization of the lowest
available measuring range for which the complete
range of fluctuations in level still registers on the
instrument scale. For sound level meters the
‘‘slow’’ response setting (see section 4.4.1) is used
frequently unless the sound has a sharply changing
nonperiodic amplitude, in which case the ‘‘fast’’
response setting is used. Cyclical noises which have
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changes in excess of 5 dB should be sampled every
15 seconds or so and the arithmetic average taken
after a few minutes. In this case it is also necessary
to specify the maximum range of excursions from
the mean. Special meter characteristics are re-
quired to give an accurate representation of
impulsive-type sounds.

Initial measurements should be relatively few
in number, provided the level does not vary greatly
over large areas. It is usual to obtain representa-
tive measurements of a sound field by avoiding any
reflecting surfaces by at least 1| m. When assessing
personal exposure conditions for individuals, the
microphone should be located at the normal posi-
tion of the head (or 1 m away for in situ measure-
ment). This is taken to be 1.5 m in height for
standing positions and 1.1 m for seated workers.34
When making measurements in a reverberant
field, it is normal to take a space-average level,
especially for low frequencies.

In general, the measurements are made in
dB(A) before further specific analysis into octave,
one-third octave bands, etc., is performed. It is
always valuable to record a background or ambient
level of the sound field when the source of interest
is not generating. This permits the effective source
contribution to the total noise environment to be
estimated and is especially important in dealing
with community noise problems. Vibration meas-
urements may also be necessary, particularly when
source modifications are being examined or when
the relative importance of several structure-borne
transmission paths are being considered. This is
discussed further in chapter 6. All operating
modes of the machines concerned should be ac-
counted for in the survey and analysis.

3.5.3 Data Presentation

Generally, four major areas should be cov-
ered: sound field and source description; acoustic
and physical description of the environment in
which propagation occurs; classification of instru-
mentation; and operator/receiver positions and
exposure conditions.

3.5.3.1 Sound field and source description

Sound field and source description may in-
clude the specification of sound power levels as
well as full identification of the location using
diagrams, sketches, or photographs. Operating
conditions should also be noted, including length
of running time, cyclical or steady mode, work-



load required, and so on. Recorded levels should
be fully categorized according to measuring posi-
tion, microphone orientation, weightings used,
frequency band, fluctuations, and time.

3.5.3.2 Environment description

A full description of the physical dimensions
of the surrounding walls, surfaces, and neighbor-
ing equipment is necessary, together with an anno-
tation of their probable acoustic qualities, e.g.,
absorptive or reflective, massive or lightweight.

3.5.3.3 Instrumentation description

Instrumentation description should include a
complete logging of all equipment in terms of
manufacturer’s type identifications and serial
numbers. Frequency bandwidths and signal-to-
noise ratios may be specified where relevant. Cali-
bration results before and after the survey should
also be included, as well as the instrument settings
used for the measurements.

3.5.3.4 Receiver positions and conditions

Description of receiver positions and condi-
tions should include a complete description of
levels received at the positions of critical exposure,
as well as some account of both temporal and
frequency characteristics. Background levels may
be included for comparison. Also, a record of
machine operator movements throughout a work-
ing period should be provided. Where a workman
is performing a variety of tasks throughout the
day during which his noise environment changes
substantially, then it is more relevant to use
dosimeters in assessing his personal exposure and
to monitor closely his daily routine.
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CHAPTER 4

Instrumentation for Sound and Vibration Measurement

To transform the variations in sound pressure
associated with audio frequencies (20 Hz to 20
kHz), or the mechanical excitation caused by
vibrations in a structure, into an electrical analog
signal suitable for processing and subsequent
measurement of the original stimulus, a device
known as a transducer is required. Those used for
measuring sound pressure are known as micro-
phones, of which there are several commonly
available types. When making vibration measure-
ments, a transducer known as an accelerometer is
most often used.

In both instances, the general processing and
analysis system is similar, involving preamplifica-

tion of the relatively weak transducer signal; proc-
essing according to predetermined parameters of
interest; and eventual display on some form of
recorder, meter, or oscilloscope for measurement
and assessment by the observer. The schematic
diagram in figure 4.1 illustrates typical stages in
the measuring chain. Frequently, vibration and
sound pressure analyses may be made using the
same equipment.

4.1 MICROPHONES

There are currently three types of micro-
phones used for acoustic measurements; table 4.1
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Figure 4.1 - Schematic diagram of typical measuring combinations of sound and vibration equipment.
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Figure 4.2 - Schematic diagrams of condenser microphones. (a) Air-condenser. (b) Electret-condenser.

Table 4.1 - Characteristic features of microphone
types used for acoustic measurements.

Piezo- Air- Electret-
electric condenser condenser
Sensitivity Reasonable  Good Good
Frequency response Reasonable Good Good
External polarization
voltage None Yes None
Long-term stability Reasonable  Excellent Good
Influence of humidity Reasonable Poor Good
Ruggedness Good Poor Good
Relative cost Low High Medium

highlights some of the principal features of each.
Figure 4.2 illustrates the basic construction details
for the more sophisticated condenser types.

4.1.1 Piezoelectric Microphone

This design incorporates a piezoelectric
ceramic crystal connected to a diaphragm. This
nonconducting crystal produces an electric charge
when disturbed by the movement of the diaphragm
caused by incident sound pressure.

Piezoelectric microphones do not have as
linear a frequency response as the other types dis-
cussed below. However, they do have the advan-
tages of lower cost, robustness, and no require-
ment for a polarization voltage.

4.1.2 Air-Condenser Microphone

This type of microphone has a very thin
stretched-metal diaphragm positioned close to a
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rigid backplate, with an air gap between them (see
figure 4.2a). A polarizing voltage is applied across
these, thus forming a capacitor which is highly
sensitive to changes in the air gap caused by rela-
tive movement of the diaphragm resulting from
fluctuating air pressure. The change in capaci-
tance of the device generates an alternating voltage
proportional to the sound pressure fluctuations
over a large frequency range. There is a small vent
which connects the air gap to the ambient atmos-
phere, so that the diaphragm remains unaffected
by changes in the ambient pressure.

Although renowned for their excellent stabil-
ity and low internal noise, conditions of high
humidity adversely affect the output of air-con-
denser microphones.

4.1.3 Electret-Condenser Microphone

Electret-condenser microphones have become
increasingly popular in recent years and have an
advantage over the air-condenser type by having a
built-in polarizing voltage. This voltageis achieved
by incorporating a plastic diaphragm with a metal-
ized sensing surface in front of a prepolarized
polymer material (see figure 4.2b). The backplate
has a large number of small protuberances, each
representing an individual sensing cell. These cells
act in concert to provide a composite output pro-
portional to the incident sound pressure. The
design is inherently less sensitive to humidity,
although at the present time they are not generally
believed to possess quite the same long-term sta-
bility as their cousins, the air condensers.



4.1.4 Directionality and Sensitivity

The sensitivity of a microphone is measured
by the size of its output voltage for a given strength
of acoustic signal at the diaphragm. Microphones
are extremely sensitive pressure sensors, since for
typical industrial situations they need to be able to
detect sound pressure in the range 6.3 X 10-4
N/m2 10 6.3 x 102 N/m?2 (30-150 dB). In order to
measure low sound pressure levels they need to
have a reasonably large diaphragm. Unfortu-
nately, this conflicts with another prerequisite,
which is that the body of the microphone itself
should not interfere with the sound field through
diffraction or reflection effects, such that the
reading obtained is different from one obtained if
the microphone were infinitely small. This inter-
ference phenomenon predominates at high fre-
quencies, where the wavelength is of the same
order or less than the microphone diameter. The
net result is to make the output dependent on the
angle of incidence of the sound waves. It follows
that the smaller the microphone, the more omni-
directional its behavior will be; however, this is
accompanied by a reduction in sensitivity. As a
guide, l-inch microphones are directional above
about 3 kHz, 1/2-inch above 6 kHz, and 1/4-inch
above 12 kHz.!

The directionality characteristic, otherwise
termed the free field characteristic, is demon-
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strated by plotting frequency versus relative re-
sponse in decibels for varying angles of incidence
in a free field (see section 3.4.3). This character-
istic may be optimized such that linearity through
high frequencies is obtained for specified angles of
incidence.

Three classes of microphone are normally
available: free field or perpendicular-incidence
microphones, which have the best response when
the diaphragm is perpendicularly oriented with
respect to the sound source; random-incidence or
pressure microphones, which have the flattest fre-
quency response when the sound field is diffuse
and sound waves randomly impinge on the dia-
phragm at all angles (this roughly corresponds to
an average angle of incidence of 70° with respect
to the microphone longitudinal axis); and grazing-
incidence microphones, which are optimized for
best response at 90° angles of incidence. Figure
4.3 illustrates the frequency response character-
istics of two classes of microphones and figure 4.4
shows the effect of size on frequency response.
Random incidence correctors are available for
attaching to free field microphones to change their
free field characteristic such that they give good
linear response in diffuse sound fields. The Amer-
ican National Standard? sets design criteria for
random-incidence microphones only.
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Figure 4.3 - Frequency response characteristics of typical I-inch microphones. (a) Grazing-incidence
microphone. (b) Perpendicular-incidence microphone.
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Figure 4.4 - Directivity plots at different frequencies for two sizes of microphones. (aj 1.27-cm (0.5-inch)

microphone. (b) 2.54-cm (1-inch) microphone.

4.2 ACCELEROMETERS AND OTHER
VIBRATION TRANSDUCERS

Ideally, the location of a vibration transducer
should not influence its output; it should perform
its function equally well whether it is connected to
a structure on the ground, a moving vehicle, or a
complex machine. The quantities used to describe
vibration movements are either displacement,
velocity, or acceleration. The output of the trans-
ducer should be directly proportional to the phys-
ical quantity of interest and normally it is attached
directly to the vibrating body. If this is not feas-
ible, it may be attached to a fixed structure, and
measurements made relative to the movement of
the body of interest.

Table 4.2 lists the main vibration transducers
commonly used. These can be broadly classified
into generating or nongenerating types, according
to whether an electrical supply voltage is needed;
and seismic or nonseismic, depending on whether
the device is fixed to the vibrating body or meas-
ures relative motion only.

4.2.1 Piezoelectric Accelerometer

Of the devices categorized in table 4.2, the
piezoelectric accelerometer is the most popular be-
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Table 4.2 - General categorization of
vibration transducers.

Generating Nongenerating
Seismic Piezoelectric Strain gauge acceler-
accelerometer ometer (thin wire or
piezoresistive semicon-
ductor construction)
Nonseismic Electro-dynamic Noncontacting dis-

velocity
transducer

placement transducers
(utilizing changes in
capacitance, induct-
ance, or eddy currents)

cause of its high output relative to size and its rela-
tively uniform frequency response. Generally, it
consists of a relatively large mass clamped firmly
against two piezoelectric discs which act as a
spring between the mass and a solid base. When
subjected to vibration, the mass exerts on the discs
a force proportional to its acceleration. In turn,
the discs generate a voltage proportional to this
force and therefore to the acceleration to which
the whole unit is exposed.

The sensitivity of the unit depends on its size:
however, the larger the unit, the lower its resonant
frequency. This latter parameter is important in
determining the high frequency performance of



accelerometers. In addition, because of its mass, a
larger unit will tend to interact more with the
response of a system.

Research conducted by NASA and USAF on
propellers and fan blades has placed severe con-
straints on the size and weight of accelerometers.
As a major consequence of this work, a series of
miniature piezoelectric accelerometers with good
response characteristics has been developed by
Bolt, Beranek, and Newman, Inc. These possess
relatively high sensitivity, built-in preamplifiers,
and have a typical sensing diameter of only 0.2 cm.
Because of their small size they have also been
used to make measurements within thin boundary
layers with minimum disturbance to the flow
structure. Such miniature accelerometers are of
considerable value in any situation where there are
severe spatial or mass constraints.

4.2.2 Integrators

Electronic integrators, inserted in series be-
tween a transducer and the preamplifier (see sec-
tion 4.3), make the output of an accelerometer
frequency sensitive. By switching in the appropri-
ate frequency slope characteristic, an output pro-
portional to displacement, velocity, or acceleration
can be produced. These quantities can therefore
be measured directly, extending the versatility of
piezoelectric devices.

4.3 PREAMPLIFIERS

Preamplifiers are used to provide impedance
matching and to boost the relatively low output
signal from the transducer before it is routed
through signal conditioning systems.

Voltage and charge amplifiers are two types
of preamplifiers in common use. Condenser
microphones or piezoelectric transducers may be
regarded as having a constant charge sensitivity.
This means that a long length of cable between
microphone and preamplifier, which increases the
capacitance of the system, reduces the output
voltage. Hence voltage preamps must always be
used close to the transducer. Some preamplifiers
provide a polarization voltage for use with air-
condenser microphones.

On the other hand, charge amplifiers, which
are sensitive only to charge, may be located at any
distance from the transducer. Charge amplifiers
are, however, more expensive than voltage pre-
amplifiers.

4.4 SOUND LEVEL METERS

Sound level meters represent a complete port-
able measuring system in one unit. They are espe-
cially convenient for field use and can be adapted
to take input from an accelerometer so that vibra-
tion measurements may be made directly. There is
a great variety of instruments available on the
market and a wide variety of applications to which
they may be put, from making sound power meas-
urement surveys to monitoring of factory ambient
noise levels.

4.4.1 Electrical and Operational Characteristics

The basic components of a sound level meter
are shown in figure 4.5. Because of the large range
of sound levels (up to 30-150 dB) which the instru-
ment may be required to measure, representing as
much as 106 change in pressure and hence signal

Weighting
networks
1— A B, C D)_l
. . . RMS Meter
Microphone Pre amp Amplifier F—» <+— Amplifier rectifier 0ES
T
| [_ External _T
: filter
! Stabilized
b power
supply

Figure 4.5 - Schematic diagram showing component parts of a sound level meter. Response characteristics
of meter needle with time constants in parentheses may be either 1, impulse (35 ms); F, fast (125 ms); or S,

slow (1000 ms).
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magnitude, the amplifier inputs are controlled by
fixed attenuators, usually in steps of 10 dB. More
recently, with the advent of digital processing
techniques, it has become possible to extend the
scale over which a meter can measure without
changing the attenuation.

Electronic weighting scales, discussed in the
previous chapter, are incorporated to assess the
effect of noise on people. Usually the A-weighted
scale is employed (see section 3.1.2). Many instru-
ments also have facilities for switching in a fre-
quency filter which may be either octave or one-
third octave band.

The meter needle response is determined by
preselection of a fast, slow, impulse, or peak hold
characteristic. These characteristics determine the
time over which the RMS signal from the rectifier
is integrated to provide an averaged reading. The
fast and slow modes incorporate 1/8-s and 1-s
time constants, respectively. The peak mode has a
very short time constant, less than 50 us, to assess
short duration sounds such as punch press or
impact noise. It has a rapid response to increasing
sound levels and a slower response to decreasing
levels. The proposed new OSHA regulations (see
the Appendix) specify the requirements for this.
The impulse mode with a 35-ms time constant is
more commonly used outside of the United States.
Recently, the detection-averaging characteristic of
sound level meters has been significantly im-
proved, especially with the recognition of danger
to hearing from impulsive sounds, which have a
high instantaneous peak level relative to the RMS
level. The crest factor, which is the ratio of the
pressure associated with these two measurements,
has been extended in many impulse precision
meters to a factor of 20 dB or even more, so that
when taking measurements of impulsive sounds
there is less danger of the meter’s failing to give a
true indication of the sound level. Additionally,
some meters have an overload indication to give a
warning when the signal reading may be in error.

Differential sound level meters can provide a
direct indication of small differences in sound
pressure between two sites. This may be of advan-
tage when estimating insertion loss characteristics
across partitions or spatial variations in level
within a sound field. One instrument whose devel-
opment was sponsored by NASA3 is especially
suitable for measuring high intensity sounds; it
features automatic gain control in order to ensure
the continuous matching of gains on both chan-
nels as the signals change.
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Readings may be taken by eye-averaging
where the total range of fluctuation is within +3
dB or so, and the total range of variation is also
recorded. For steady sounds, the ‘“‘slow’’ response
mode may be used, but for short-term variations,
such as the cycle of a cutting machine, the *‘fast’’
response is more appropriate. In order totake even
longer-term averages, L‘,:q readings may be made
(see section 3.1.3), since these can be integrated
over any time period. AC and DC outputs are
often provided so that tape recordings of the
measured sound may be made or amplitude anal-
ysis in either the frequency or time domains
performed.

4.4.2 Standards and Specifications

The principal discriminating feature in terms
of quality and accuracy of different sound level
meters is the type of microphone used and its char-
acteristics. There are now three international
standards,4® which are soon to be replaced and
updated by a single document, and a single na-
tional one,? which is also scheduled to undergo
revision. The amended standards will recategorize
instruments in terms of four classifications. Even
though the design goals for all the standards are
identical in regard to frequency response, the tol-
erances allowed vary considerably at low and high
frequencies. The American standard specifies
greatest accuracy for random incidence, while IEC
requirements are for optimum performance at
either 0° or 90° incidence.

The three major classes of sound level meters
in current use are discussed in more detail below
with an indication of their use.

The Type 3-Survey Meter is rarely used ex-
cept as a quick check on noise levels. Accuracy?
may only be +3 dB at 1 kHz, when A-weighted,
but it does offer the advantages of economy and
compactness.

Type 2-General Purpose Meters often use
condenser microphones and have an accuracy of
at least +2 dB at | kHz. The A, B, and C weight-
ing networks (see section 3.1.2) are usually incor-
porated and measurements may be made over a
wider range of sound levels than with Type 3
meters. Special meters known as Type S2A offer
only A-weighted measurement capability and are
relatively inexpensive. Occasionally, octave-band
analyzers are also incorporated as well as detach-
able microphones. Examples of Type 2 are illus-
trated in figure 4.6a.
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Figure 4.6 - Sound level meters. (a) General-purpose sound level meters (Type 2) (by courtesy of Bruel &
Kjaer and Quest Electronics). (b) Impulse and precision sound level meters (Type 1) (by courtesy of

GenRad and Bruel & Kjaer).

Type 1-Precision Meters are used only in
carefully controlled field environments or in labo-
ratory work. They have accurate microphones of
either the air- or electret-condenser type, which
may be mounted remotely in order to minimize the
effect of the observer and instrument case on the
incident sound field. Type 1 meters measure over a
larger range than the other two types and have an
accuracy of at least =1 dB at 1 kHz when A-
weighted.

Impulse precision meters are governed by IEC
179A.6 These normally have all the facilities of a
Type 1, with an additional impulse and sometimes
peak hold characteristic. They can measure signals
with a high crest factor in any mode and possess
an overload signal indicator, which may be impor-
tant when dealing with complex signals.

4.5 NOISE DOSIMETERS

Noise dosimeters are commonly used to deter-
mine an individual’s exposure to noise in indus-

37

trial situations. They integrate noise exposure over
time periods of several hours or more, so as to
make a comparison with OSHA specified limits
(see the Appendix). Generally, they read out re-
sults as a fraction or percentage of total allowable
dosage; sometimes a separate readout unit is re-
quired, to prevent manipulation of the received
dose by the wearer. Typically, dosimeters have a
restricted range over which they register, often
90-115 dB(A), although a detector may store any
signals in excess of this range. OSHA limits are
exceeded if the noise exposure index obtained
from summation of levels over an 8-hour day is
greater than 1.0.

Noise dosimeters provide a more reasonable
estimate of an individual’s complete noise expo-
sure than representative measurements taken with
a sound level meter. This is particularly true when
the operator’s position may change during the day
or when the operator is exposed to varying noise
levels. Dosimeters have been designed as compact



Figure 4.7 — Noise dosimeters (by courtesy of Bruel & Kjaer and Quest Electronics).

and lightweight units so that they can be comfort-
ably worn during a working day. Figure 4.7 shows
some typical units.

A limited measuring range’ is not the only
shortcoming in dosimeters. In addition, their
operating crest factor may not be very high, limit-
ing sensitivity to impulsive-type sounds. In addi-
tion, their accuracy in measuring any particular
level may be less than that of a sound level meter.
Also, the microphone must be positioned correctly
on either the shoulder lapel or breast pocket, ac-
cording to the type of sound field involved,} and
the wearer must be instructed appropriately. Ac-
curate calibration is essential, because of the
lengthy measurement periods usually involved (see
section 4.9.1), and the complete instrument must
be protected from adverse environments such as
dust and heat.

4.6 FREQUENCY ANALYZERS

Frequency analysis is an important feature of
noise control engineering, especially when design-
ing enclosures, optimizing absorption linings,
calculating sound power levels of machinery, or
identifying noise sources within a complex sound
field. All of these procedures, as well as noise
control materials, exhibit a strong frequency
dependence. A single number assessment of the
frequency spectrum, such as comparing A, C, and
linear-weighted readings to give an approximate
assessment of low or high frequency content, is
not sufficient for establishing design and control
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criteria (see section 3.3.1). A full discussion of fre-
quency analysis techniques is given in section 3.3.

4.6.1 Serial Analysis Instruments

Portable serial analysis instruments (see sec-
tion 3.3.2) in the form of fixed percentage band-
width frequency analyzers complementary to
sound level meters are now commonly available.
These are usually octave band or one-third octave
band units, they enable analyses to be made con-
veniently on site. Fixed bandwidth instruments,
such as 20 Hz, 10 Hz, and 5 Hz, have until recently
been too bulky to use in the field because they
employ many electronic filters; and it has often
been necessary to tape record the signal for future
laboratory analysis. Real time analyzers (see sec-
tion 4.6.2) have largely supplanted such fixed
bandwidth analog instruments.

A complete analysis with a serial frequency
analyzer is a lengthy process, and the results are
invalid if the signal spectrum or level changes
during the analysis. Figure 4.8 shows a typical
frequency analyzer of this type.

4.6.2 Real Time Analyzers

Within the last decade or so, the development
of high-speed analog-to-digital converters, inte-
grated circuitry, and increased digital memory
capacity has enabled frequency analyses to be
completed in a matter of seconds. This technique
is called real time analysis, and it is clearly an
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Figure 4.8 - Serial frequency analyzer (by courtesy of Bruel & Kjaer).
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Figure 4.9 - Portable real time spectrum analyzers. (a) By courtesy of GenRad. (b) By courtesy of Nicolet

Scientific Corporation.

advantage over the serial process of manually
switching from one filter to another, since essen-
tially all frequency bands are examined at the
same time. The rate at which digital sampling of
the analog signal occurs predetermines the real
time frequency range, although it may be consid-
erably below the highest useful frequency range of
the instrument. For example, an instrument capa-
ble of analyzing from 0 to 20 kHz may only have
true real time capability from O to 2 kHz.

Real time analyzers can perform various
functions,? and the popular fast Fourier trans-
form (FFT) type computes power spectral densi-
ties, correlation functions, and the like (see sec-
tions 3.3.1 and 3.4.1). The resolution of the
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instrument is determined by the number of lines
on the display screen, representing the number of
constant bandwidths available. Fixed percentage
bandwidth capabilities may also be provided, and
the analyzers are especially useful for examining
transient sounds.

Clearly, then, these instruments represent a
very useful and versatile tool to the noise control
engineer. Although they are becoming lighter,
cheaper, and easier to use, the serial type filter will
probably remain in popular usage in the field for a
considerable time for reasons of econoiny and
simplicity. Figure 4.9 shows some typical real time
analyzers.
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4.7 AMPLITUDE AND STATISTICAL
ANALYZERS

Many signals analyzed in noise control have a
fluctuating level which may be described in a
number of different ways. An energy average
taken over a specified period of time constitutes
an Leq measure, and the fast or slow responses on
sound level meters constitute short-term RMS
averaging. The time-varying facet of a noise envi-
ronment may also be more precisely described by
recording the proportion of time during which the
sound occurs at each of a series of contiguous
sound level intervals within the range of interest.
With recent developments in analysis instrumenta-
tion, portable digital units have become available.
These can quickly give a wide range of statistical
parameters, from probability distributions to the
sound level that is exceeded X% of the total sam-
pled time (usually designated L ).

A typical selection of statistical parameters
and their relationships is illustrated in figure 4.10.
Although the total number of samples which may
be taken is limited, the integrating period of the
analyzer may be reduced to permit finer categori-
zation of a highly fluctuating signal, or lengthened
to allow a larger total measuring time.

4.8 RECORDERS

Recorders retain a convenient record of the
analysis signal which can be conveniently trans-
posed, reexamined, or referenced at a later date.
Figure 4.11 shows examples of both graphic and
magnetic tape recorders.

4.8.1 Graphic Recorders

Graphic recorders are generally of the strip
chart variety: a continuous roll of paper is fed past
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a recording pen which marks on the paper the
signal parameter of interest. This measure is
usually either amplitude against time or frequency
analysis in percentage bandwidths. Specific appli-
cations of these instruments include measurement
of sound level with time, reverberation times,
sound transmission loss values for insulating par-
titions, and frequency calibration of instruments.
By varying both pen and chart speed, the equiva-
lent response of a sound level meter needle may be
modeled. Graphic recorders are usually laboratory
based, although portable recorders which may be
used in conjunction with sound level meters have
become available. These recorders allow the
analyst to obtain a quick and clear subjective
impression of the parameter changes of inte